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1. PROBLEM STATEMENT

1.1. Overview

One of the few common threads throughout most distributed database research projects has been the

assumption that the network topology is stable. However, mobility and portability are often essential features

of network nodes, especially (but not exclusively) in military applications. This project investigated both

basic and applied research problems which arise when the presupposition of Fixed topology is removed. The

goal of this effort was to explore the essential issues of dynamically reconfigurable database svstems and to

develop a desien strategv for such svstems.

1.2. General System Characteristics

This study was targeted toward networks with the following characteristics:

(1) The network consists of two types of nodes - servers and clients. The servers offer specialized

functionality which may be accessed by any authorized node.

(2) Access to a server may be initiated by any node (client or another server). Access to a client may, in

general, be initiated only by a server.

(3) The database management facilities will be provided by a database server. Other servers will provide

functions such as naming, authentication, and network monitoring.

(4) Any node may disappear from the network (become unreachable) at any time with the expectation that it

will reappear after an unspecified period of time, possibly at a new physical location.

(5) A link between any two nodes is transient even while both nodes are connected to the network and lasts

only for the duration of a session (initiated by one of the nodes).

(6) The two nodes engaged in a session may or may not be reachable by other nodes during the session,

depending: on their level of ,opht'ticantn (e. v. number of dial in port,).

(7) The majority of netmork entie,, are highly mobile client nodes which occaionallv appeair, intract with
A.vuall and/or- -'

the netmork.. id then depart. tt. At SpecIl 
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(8) Server nodes are also mobile, however rhev will tend to be more s table than the client nod(-,.

(9) Though each server is a separate and unique logical entity, each mav be implemented on one or more

physical nodes, and a oinole node may offer multiple zer%'ices.

At the highest level, the network consis;ts of a collection of mobile rode\ ih~ h -owrmini;.ite itn

dvrnicalI\' e' tibhi~hed LitiL. I ic J~tibi'c antd (he tajknr uictvn 'otlflk L 1'~klc de &'i:'11 1i. c

server nodes which, althouph mobile, have a hiph decvree 4f a i laibili% A',\ r . ei,'i'e

functionalit\ will be rtepltccd. Cl ictt nodeN ippear at d iffetent renut 'e 10CJti0TtN attlach Ii a clxr t"r thte

purpos eN of either addic utortnaioll I(o tie datatnase or qJuer\M 1nc t~Cnnrent1 anld thenl J('pifT I'l-

'ituationN, clients mav pos e a querNy, depart, atnd then return it in thvr loIn.l sto in : eqie the ~eiI.The

remote client nodc>, ina exctnatC c i'Navee 111tro:h It post offi, v.rit tce i'i -t , lent COMMWIun 01iTIe

durinz a ses-sion.

1.3. Objectives - Scope and Issues

The dynamnic ntiaure of a system as outlined aLbo~e impose, 'pecidl con'ri int on rte jet cur

Solutions and method,, thai apply~ for di!,tributed database sretNthat mre hu It on lop 'A TATl " r pi li sI'li

communication networks do not, in general, apply for a system built on top of a hiichl% dynamic netwo)rk. It

was therefore necessary to investigate the set of research issues lis ted below. to dererrutun the inplict 0'

dynamic topology:

data allocation,

-k query optini zitti

network mattaceeret.

comunrication [protcol\,

I it t?
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2. RESULTS

2. 1. Data allocation

A number of dynamic data allocation strategies for dynamically reconfigurable distributed database,

have been developed. The primary tenet underlying the data allocation ;trateZ is that reallocation sniould

take place only when overall system performance would be impro~ed or if the number of copies of a file falls

below a pre-specified minimum. The allocation aleorithms choose tie best poN,,ible a'sicflntent iiuc

heuristic benefit functions and greedy search strategies. The goal of the technique is to 'elect an assicnment

as close as possible to optimal while minimizine search time. Performance experinieni Indicated that the

allocations chosen by these algorithms were on the average within 2,, of the optimal ai-inment (khi ti'ino .

Sorders of magnitude less CPU time. These results are reported in detail in I(-P 41. The -Ierall

performance of the algorithms was then enhanced by the development of techniques for the parallel

reorganization of the database when reallocation is necessary, see [CP-21.

2.2. Querv optim ization

Two query optimization techniques developed for static distributed database systeils were modified to

.4 consider the problems of a dynamic environment. The strategies were the dynamic execution semijoin

approach of Yu and Chang and the bucket semijoin technique of Krishnamurthy and Morgan. Experimental

rt-tilts indicated that %khile the dynamic nature of the network impacted the performn-.ce of both tiee.

the J~naiiic exec(ition ippioa( h had a 't)iller iticrea~e iIIrn ini time. I )rtlil "t thii' itL p e n jI R

2.3. Concurrencv control

I lie ieh'hi~.J.lpdfor c'iiei ,ciIoII a dvmra;ii-ifl, t"rtcv~i~iiui

Enhanced Multiversion Tinies tanp ( [:M F ) approach IT-51 which I, an extenxion ot Reedj'' inte'tampin,

,1 al ut iti III. LM NI certti ' a n, c a pt-t I' I11. 1 & pIJtioii \A, h It 111 itN Ii t IdI1 dit1i \A it''0 1ii t 1~ 1

w rid ltO retad oni1 !ta ir IuiA -L I l1. 111d ItT('iI [)t, ItoI .. d i 11o ii 'A I it' ' 1: 11 %k1.?i *

Performance ese riIiinidicite That thie i~ce eih.iticeMrelit Inr h oih the 0.' .i .e Air)Jsi t.'



behavior of transactions operating under this currency control approach as compared with basic

timestamping.

2.4. Survivability

The database management system must be able to withstand the departure of any number of client node,

and any single server node. Initial wsork :n this area was predicated on the assumption that the inderlyinE

cormminication media x, ould preclUde network partmioning. This a,,stumption .s valid in many network, uch

as common carrier phone links. Ii tIm, context, all~orithms for reliable transaction nianak:enient and comnimt

Aere developed to handle both planned and unexpected departures of server nodes JCP-71. The transctnon

mmaira enment alzorithin can tolerate up to k >imulaneous faitres, proidini, that k i' le-. than OWe ' 1al

number of database server nodes. The commit protocol requires only the existence of one ,erver for each

data object in the read or write set at the appropriate time in the protocol.

The problem of partitioning was treated by a different set of algorithms [CP- I .CP-31 which made an

initial assumption of a hierarchical topology. The algorithms provide take an optimistic approach to the

partitioning problem, allowing wkork in individual partitions to proceed as far a> possible md then cmmc~hui

differences at recornection. The partitioning algorithms are unique in that they permit nodes to reattach at

points other than their point of departure, thus supporting complete reconfiguration. The placement of

network monitors is a key element of the partition handling strategy. An algorithm ha, been developed for

the optimal placement of nexork munom:tr,, ii a hierarchical network.

2.5. Network Managenment

The respon'mbtlit\ for the o.fthe en t ,f the netve,.rk reside> wIth the N et- N rk "c'l oIt,0r A'!' N TI

Servers. The design and mplenientation of the network management facility is report in 1-R " rithe'e

,ervers provide for both planned and unexpected departure, from and returns to the network.

2.6. (Cormmuiniiation Froinual

A ' I r 'A m ) fmk n I,'I, . tm ii i .I, !cmlm'm , L mm ,til I miIiI I , r"1- , -t V r 1 1

'lh-'.' c ri P[r, ,. t , i '. 1-,i i- ml c ,-h [1c11 1 (': Mm ihm in4 nk> Ind (- 'l mmiitm 1 ehml: I c , Ici , 11 1't,
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In the communication model followed in this project, a session laver mediate, beh.xseen the lo" levt"]

communication links and the high-level applications. The protocol, de'.eloped IT II en &Ie pr'te, .e t,

return to and depart from the network, to ertablih ,e-,ion, bet,ke : .111'. k T,, It m,

receive message-.

2.7. Routing

The highly' dvnamic nature of the nemotk considered nec',rtatcd the ,r.,el ,pntli I , i & q'V f .I III

to routing. The strategy followed involved (fie enhancement of Flod'N baic path algorihm wkirh alteirnate

routing procedures IT-21 ,khich eek, new sutpath, he .\ iwn I ,t i ,t,,nt r tfl- I ' 3 :I.: :

Simulations indicate that this approach produces %isttht pa.ni n t ':le' in a , H a

dynamic topology.

2.8. Simulation Methodology

Siniulation has proven to be a valuable tool in the proj.ion ot the pertorniance of manv ot the new

algorithms developed during this project (CP-61. During the cor,,e f ihee ,n'luiation e\pernem,,, a

number of shortcomings of existing simulation techniques %ei e noted. (ONIMequentIV, a ,irulation package

oriented toward the simulation of distributed sNtems has been de~eloped 1 { 1!. Among the ,pecial featureI

of this package are portability, interface- special purpose ,imil,ition lan.i:z-e ,ts h C, dir C' 1n(t fa e to

operating system, extensibility, special constucts to support simulation of di~tributed vystems, .eneraton of

multiple plots, interacti,.e debugger, control of ,tatistics pioduced.
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